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Abstract

A detailed knowledge about the physics and chemistry of multiphase materials on different length and time scales is essential to tailor their
macroscopic physical and mechanical properties. A better understanding of these issues is also highly relevant to optimize their processing and,
thus, their elucidation can be decisive for their final industrial application. In this paper, we develop a new multiscale modeling method, which
combines the self-consistent field theory approach with the kinetic Monte Carlo method, to simulate the structuraledynamical evolution taking
place in thermoplastic elastomers, where hard glassy and soft rubbery phases alternate. Since the early seventies, it is well established that the
properties of the core nanophases in these multiphase materials considerably affect their overall mechanical properties. However, recent
experimental studies have clearly demonstrated that, besides the efficient handling of the core nanophases, the appropriate treatment of their
interfacial region is another major challenge one has to face on the way of target-oriented development of these materials. In this work, we set
a particular focus on the complex structuraledynamical processes occurring at the interphases, and study their influence on the local structural
and mechanical properties. To reach our objectives, we apply the new methodology on a thermoplastic elastomer composed of ABA triblock
copolymers, subjected to a sizeable external perturbation, and determine its time-averaged internal stress and composition profile. We deduce
from this investigation that, to obtain the correct local mechanical properties of these multiphase materials, their structure and dynamics
need to be taken into account on an equal footing. Finally, our investigation also provides an explanation and confirms the importance of
the chain-pullout mechanism in the viscoelastic and stress relaxation behavior of these materials.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

A long-standing challenge of physical, chemical and
engineering sciences has been to develop theoretical tools
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for predicting structure and physical properties of polymer-
based nanomaterials, like e.g. particulate filled polymer,
polymer blends, nanostructured block copolymers, from the
knowledge of a few input parameters. The need for such pre-
dictions has lately become increasingly important as new high-
performance catalysts are now available that can produce
many new exciting morphologies and macromolecular archi-
tectures [1e4]. It appears, however, that testing all possible
material configurations for all their properties is often a very
time- and cost-intensive task. To cope with the challenge,
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several promising theoretical approaches have been devised
recently that can open new perspectives for many new techno-
logical innovations [5e7]. However, despite these efforts,
progress in the prediction of macroscopic physical properties
from structure has only been slow in the past [8,9]. Major dif-
ficulties relate to the fact that (a) the microstructural elements
in multiphase material are not shaped or oriented as in the ide-
alizations of computer simulations, and more than one type
can coexist [8]; (b) nonlinear properties damage the nano-
structure, which leads to an uncharacterized new morphology
that can change with time as further deformation and/or
healing does occur [8]; (c) multiple length and time scales
are generally involved and must be taken into account, when
overall thermodynamic and mechanical properties wish to be
determined [10]; and finally (d) the effect of the interphases
and/or interfaces on the physical properties is often not well
understood and characterized [11]. As a consequence, their
role is often neglected in the development of new theoretical
tools or they are treated in a very empirical way [12]. In
this work, we focus on the understanding and efficient treat-
ment of the latter two issues.

Some indications about the importance of interphases or in-
terfaces in polymer-based nanomaterials have already been
obtained through various experimental studies involving spec-
troscopic or mechanical measurements. From these investiga-
tions, it has been inferred that the impact of the interfacial
regions on the overall mechanical properties becomes increas-
ingly important with increasing mechanical perturbation
imposed on the system. Such conclusions have, for example,
been drawn by Diamant et al. [8] from tensile tests on
thermoplastic elastomers (TPEs) composed of various phase-
separated styrenic block copolymers. From the test results,
these authors deduced that the linear or nonlinear mechanical
perturbation leads to a stress concentration localized in the in-
terfacial region between hard and soft nanophases. Moreover,
they found that, if the interphase is diffuse with a small com-
position gradient, the domains are not in register and they fail
individually, which explains that macroscopic yielding cannot
be observed in this regime. In contrast, if the composition pro-
file has a sharp gradient, high local stress concentrations are
generated at the interphases, which causes that under a nonlin-
ear strain all domains fail together in a cascade. In a later
study, Henderson and Williams analyzed the issue of compo-
sition profiles at block copolymer interphases using experi-
mental and theoretical approaches [13]. They showed that
microphase-separated block copolymers generally possess
asymmetric interphase regions, which are enriched by one of
the components. Morèse-Séguéla et al. [14] deduced from
their DSC- and 13C NMR-line-width measurements on low
molecular weight polystyreneepolyisoprene diblock copoly-
mers that at the interphases there are indications for strong dy-
namical interactions between the chains in the soft and hard
nanophases. They deduced that these interactions are responsi-
ble for the abnormal decrease of the glass-transition tempera-
ture, Tg, at the interphases, rather than a mixing of the two
components assumed in previous works [15]. In a later
work, Stöppelmann et al. [16] have shown evidences for an
asymmetric density and motional profile of the chain segments
at the interphases using 2H-nuclear-magnetic-resonance spec-
troscopy. Very recently, Huy et al. [17] proposed that the inter-
phases of tapered block copolymers can act as stress
absorbers, which allow a more uniform stress distribution.
All these experimental works indicate that the segmental
structural dynamics, taking place at the interphases, is an
important issue and its consequences on the macroscopic
physical properties needs to be better understood.

In this work we investigate the complex structuraledynam-
ical behavior of the chain segments involved in the interfacial
region of TPE materials, composed of phase-separated styr-
enic triblock copolymers, and study its influence on the local
mechanical properties. These multiphase materials are com-
posed of triblock copolymer chains, where hard segments,
made of polystyrene (PS), are chemically connected to soft
segments, made of polyisoprene (PI) or polybutadiene (PB)
[5,18]. For high molecular weights and below the ordere
disorder transition temperature, they phase-separate by forming
a transient network of glasserubber phases, where soft
domains rich of either PB or PI and hard domains rich of PS
alternate. Due to their exceptional strength and elasticity, these
materials can be employed as high-performance elastomers and
engineered to enhance the performance capabilities of a wide
spectrum of end products and applications. To simulate their
structuraledynamical evolution, we develop and apply a new
multiscale modeling procedure based on the combination of
the self-consistent-field theory (SCFT) approach and kinetic
Monte Carlo (KMC) method, which is capable to treat the
multiscale problem adequately and is able to reproduce the
chain-dynamical processes occurring at the interphases.

Our paper is organized as follows. In Section 2.1 we intro-
duce the model, describing the structuraledynamical process
acting at the interphases of TPE materials, and discuss its re-
lation to the glass model developed in one of our previous
works [19]. Both pictures constitute the theoretical basis of
our multiscale modeling approach. In Section 2.2 we describe
how to modify the standard SCFT procedure, to mimic the
characteristic glass phenomenon of dynamical arrest in the
glassy phases on the chain level of description, while in
Section 2.3 we introduce the KMC methodology and discuss
how to compute the transition rates of the structurale
dynamical process on the fly. In Section 2.4 we formulate
our new multiscale modeling approach, which combines the
previously introduced SCFT approach with the KMC algo-
rithm. In Section 3 we demonstrate the suitability of our
new algorithm for describing the structuraledynamical pro-
cesses involved at the interphases of TPE materials. Finally,
we end our paper with conclusions and a brief outlook.

2. Method

2.1. Structuraledynamical model

It is well established, since several decades, that a glassy
polymer is the frozen state of an overcooled melt [20], in which
the monomers are essentially trapped exhibiting a so-called
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dynamical arrest [21]. In order to model a polymer in such
a glassy state within the SCFT formalism, a simple solution
is to freeze certain regions by keeping the monomers densities
fixed in these regions and relax the chain configuration in the
unconstrained rubbery phase by minimizing the overall free
energy. Through the freezing procedure in the glassy phase,
a new length and time scale is introduced into the system.
For a more detailed discussion on the so-called ‘‘frozen do-
mains’’-SCFT (FD-SCFT) method we refer to Section 2.2
and Appendix A. In a subsequent step, we calculate the inter-
nal elastic stress sustained by the polymer chains, using the
Cauchy stress tensor formulation of Barrat et al. [22,23]. In
polymeric liquids, the internal elastic stress is attributed to
the intermolecular force between the polymer segments and
is directly related to the orientation of the bond vectors [24].
To test the usefulness of this procedure, we apply our FD-
SCFT method on a lamellar system of ABA triblock copoly-
mers with alternating glasserubber phases, subjected to an
extensional strain of 8.3%. For the calculation, we use average
volume fractions for the A and B monomers of �fAjB ¼ 0:5,
a FloryeHuggins parameter of c¼ 0.2 and a polymerization
index of N¼ 100, as well as a lattice spacing of dx¼ 0.1 in
units of Rg0. In Fig. 1 we plot the internal stress of the
glasserubber system as a function of the grid number obtained
from the calculation with our FD-SCFT method, in compari-
son to the internal stress and volume fractions of the A and
B monomers obtained for the corresponding melt-like (rubber)
system using the standard SCFT approach [25]. In our calcu-
lation, we have designated the areas on left- and right-hand
side of the graph as pertaining to the melt-like phase, which
is separated from the central glassy phase by broken lines.
By considering the stress profile of the glasserubber system,
we observe that stress singularities appear at both sides of
the glasserubber interfaces and that they are in balance to
each other. The singularities are due to the constrained align-
ment of the interfacial chain segments under the action of
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Fig. 1. Internal stress and volume fractions of the monomers as a function of

the grid number for a lamellar system composed of phase-separated ABA tri-

block copolymers with alternating glassy and rubbery phases determined using

the FD-SCFT algorithm, in comparison to the melt-like system determined

with the standard SCFT algorithm.
strain. Away from the interfaces, the stress decays rapidly,
which relates to the fact that the chain segments are oriented
at random in the bulk phases. In contrast, we observe that
the curve obtained for the same copolymer system under
melt conditions possesses a smooth behavior, as one should
expect for a melt. Only a minor stress concentration appears
in the interphase region, which is again due to the alignment
of the interphase segments in the direction of strain. However,
in contrast to the glasserubber system, the interphase seg-
ments are now unconstrained. It is worth mentioning at this
stage that the stress concentration at the static glasserubber in-
terfaces is a phenomenon one should expect from a physical
point a few. Since the seminal work of Griffith in the early
1920s [26], it is well known that in materials with failures
the stress is typically concentrated around the failure points.
Griffith recognized that, when a nominal stress is applied to
the external surface of a brittle material, the actual stress at
the flaw can be many times the value of the externally applied
stress and is typically amplified at the flaw’s corner. Moreover,
he found that the larger the flaw and the smaller its radius of
curvature, the greater the enhancement of the stress at the
flaw tip. In the same way, it has been inferred from fracture
mechanics experiments with multiphase materials that the lo-
cal stresses increase substantially near the interphase edges or
corners [8]. In case of our glasserubber system, treated with
the FD-SCFT algorithm, the stress concentration takes place
at the edges of sharp and static glasserubber interfaces, as
a consequence of the mechanical perturbation applied on the
system. As a simple solution to cope with the stress concentra-
tion at these critical locations, one might first think about mak-
ing use of a smoothing function. However, since the
singularities are also critical in real systems, it is clear to us
that with this procedure we would make our overall mechani-
cal properties dependent on the choice of the smoothing func-
tion. A better solution to the problem is to take into account
the fact that nature makes use of ingenious mechanisms, to re-
duce the sharpness of the interfaces and to avoid such high
stresses. In general, on the molecular scale the structural prop-
erties are influenced by dynamical processes, which are the re-
sult of the correlated motion of the polymer chains. In case of
our TPE system, this process might be a glasserubber inter-
phase dynamics, which causes that the system at the interfaces
is in a transient state between melt and glass, leading to a softer
interface profile. It appears to us reasonable to assume that this
dynamical process can be described as a yielding process act-
ing on the nanoscale, in which the material does undergo
a transition from elastic to plastic deformation. The yielding
deformation of glassy polymers is known to be driven by
a thermally activated process and can conveniently be de-
scribed by the theory of absolute reactions rates from chemical
kinetics [20,27]. At the temperatures under consideration, this
process can be viewed as a thermally activated slip-shear
mechanism, considered to be the primary mechanism of plas-
tic deformation in case of glassy polymers [20]. In the slip
model of Zhu and Zhu [20], the slip-shear mechanism is
described as the motion of relative sliding of neighboring
monomers against the van-der-Waals (vdW) interactions. This



8607S.A. Baeurle et al. / Polymer 47 (2006) 8604e8617
picture has recently been confirmed experimentally by these
authors on the example of glassy poly(methyl-methacrylate)
(PMMA) [20] and by Swallowe and Lee for glassy PS [28].
Instead, at lower temperatures plastic deformation can also
occur via alternative mechanisms, like e.g. thermally activated
production of local molecular kinks [29] and/or the breaking
of vdW bonds [30]. However, it is worth considering that these
models are only phenomenological descriptions derived from
experimental observations. To develop an adequate simulation
procedure for the TPE materials under consideration, we need
to formulate a consistent theoretical model of the glassy state
within transition rates, which will provide us a theoretical
basis for our KMC algorithm and give us an idea about the
magnitude of the parameters, defining the thermally activated
process.

In a recent work [19] we formulated and investigated a new
glass theory, which could suitably reproduce the stress relaxa-
tion spectrum of TPEs, composed of phase-separated styrenic
block copolymers. More specifically, we demonstrated that the
crossover in the shift factors, observed experimentally to
change from WilliamseLandeleFerry (WLF) to Arrhenius be-
havior crossing a characteristic temperature T* and approach-
ing the glass-transition temperature of the crosslinks from
below, coincides with the crossover in behavior from power
law to stretched exponential of the stress relaxation spectrum,
found in recent tensile experiments [31]. We concluded from
this work that a rate-determining thermally activated process
determines the behavior of the glassy crosslinks in this
temperature range, involving thermally activated breaking and
re-forming of vdW bonds. We identified the characteristic
temperature T* to be identical with the second-order equilib-
rium transition temperature T2 of the glassy PS phases. By com-
bining a recently introduced theory for glasses of Di Marzio and
Yang [32] with the significant-structure theory of Eyring and
Ree [33], we developed a new glass theory, which is capable
to describe the glassy state within transition rates and explain
the characteristics of the mechanical behavior observed exper-
imentally in these kind of materials. In this work, we also con-
sider the thermally activated slip-shear motion via breaking
and re-forming of vdW bonds to be the primary mechanism
of deformation in the range of temperatures under investiga-
tion. This requires a more explicit consideration of the micro-
mechanical process associated with slip-shear motion. In our
view and in accordance with Zhu and Zhu [20], a glassy poly-
mer is the frozen state of an overcooled melt, which can spa-
tially be decomposed in elementary units containing polymer
chains, held together by transient vdW bonds [19]. In the fol-
lowing, we will refer to these elementary units as activation
units (AUs). In accordance with our recently proposed theory
for glasses, we make use of a trapping description for elemen-
tary motion, in which escapes from deep energy wells provide
the rate-determining steps. In Fig. 2 we show simplified
sketches of the configuration space of our glass model in dif-
ferent temperature ranges, accessible within a typical experi-
mental time frame. The points represent configurations of
AUs and the connecting lines represent allowed transitions be-
tween the configurations. Configuration points belonging to
the configurational sea of shallow energy wells are termed
Nj and those belonging to the deep energy wells Mj. The hor-
izontal lines with rates aj for traveling to the right and bjþ1 for
traveling to the left designate motions of the configuration
point among the configurational sea of shallow wells. The ver-
tical lines connect the configurational sea to the deep wells,
while the length of each vertical line is proportional to the po-
tential energy depth of the well. The rate of escape from the
deep wells is given by Aj and the rate of capture by Bj.
When the configuration point is in a deep well, there is no mo-
tion. In Fig. 2(a) we show the configuration space of the glass-
forming material at a temperature somewhat above Tg. In this
regime, there are only a few deep wells relative to the number
of shallow wells and the energy difference between them is
rather small. As a consequence, the configuration point mi-
grates rapidly from well to well within the configurational
sea of shallow wells, and the system is able to flow or rear-
range under the action of an external strain. In Fig. 2(b) the
material is in the Arrhenius regime, characterized by the range
of temperatures T2< T� Tg. In this situation, a configurational
sea of shallow energy wells coexist with deep energy wells,
and it is assumed that the jumps out of the deep wells are
the rate-determining steps. Under these conditions, the mate-
rial is solid like, but flows very slowly under the application
of an external strain. If the configuration point is in one of
the deep wells, it jumps out of it after a long period of time
and wanders into the configurational sea of shallow wells,
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Fig. 2. Sketches of the underlying glass model at different temperature ranges.
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until it falls into another low-lying well. It then stays in this
well for another long period of time until it jumps out of it, re-
peating the process all over again. The rate-determining step in
this picture is a simple vitrification/devitrification process
without flow of matter, caused by the formation/breaking of
transient bonds. Motion involving flow of matter occurs only
when the configuration point has escaped and cruises around
in the configurational sea of shallow wells and persists there
until it falls into another low-lying well. In Fig. 2(c) we see
the material’s configuration space at T2. At this temperature,
there is only one configuration remaining, which is infinitely
deep in energy, and, thus, the trajectory is trapped in the
deep well. In this regime, the material has no freedom to
rearrange and its viscosity diverges. Within this picture, the
glass-transition phenomenon can now be explained by the
appearance of non-equilibrium spatio-temporal fluctuations
in vicinity to the glass transition, which lead to variations in
the viscosity throughout the system and provoke the creation
of solid clusters in the polymer melt. At Tg the system pos-
sesses the critical fraction of solid clusters with respect to
the fraction of the melt-like regions, so that the solid clusters
are able to connect to each other. This leads to the formation of
a continuous rigid backbone, causing a sudden increase in the
viscosity. In this situation, the system gets trapped in a quasi-
equilibrium state by undergoing a percolation transition. Ex-
perimental evidences for the spatialetemporal heterogeneities
in vicinity of Tg for glass-forming polymeric liquids have been
accumulated over the past decade using experimental tech-
niques, such as NMR, fluorescence recovery, dielectric hole
burning or solvation dynamics [34].

Based on the glass model introduced previously, an algo-
rithm can be proposed for the simulation of the slip-shear pro-
cess, involved in the glassy crosslinks of styrenic TPE
materials in the range of temperatures T2< T� Tg(PS). It
can be summarized with the following two-step procedure:

1. An AU is selected in space and the vdW bonds, acting be-
tween the styrenic monomers within an AU, are coopera-
tively formed or broken through thermal activation,
depending on whether the AU is in a melt-like or solid
state in its original configuration. The thermally activated
process is efficiently mimicked via a KMC algorithm;

2. Under the action of strain on the AU, a subsequent step of
flow motion of the chains is incorporated into the algo-
rithm via minimization of the chain configuration within
the molten (rubbery) phase.

To implement this algorithm, we treat the chains on the
mesoscopic level of description using the FD-SCFT technique
and combine it with a KMC algorithm, which allows to calcu-
late the transition rates on the fly. Our procedure will be
described in the subsequent sections.

2.2. SCFT with frozen domains

As we discussed in Section 2.1, we consider that the glassy
state of an amorphous polymer can be described as the frozen
state of an overcooled melt, in which the monomers are essen-
tially trapped exhibiting a dynamical arrest. To mimic such
a behavior within SCFT, let us consider in the following our
TPE material, composed of phase-separated styrenic block co-
polymers. The partition function of this glasserubber system
can be expressed as [25]

Z ¼
Z

d r!0
Z Yn

a¼1

~D r!a exp

�
� r�1

0
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�
and brBð r!Þ ¼

N
Pn

a¼1

R 1
f dsd r!� r!aðsÞÞ

�
are the monomer density opera-

tors for the A and B species, while f is the fraction of the poly-
mer chain composed of A monomers. The total monomer
density is r0¼ nN/V, where N is the polymerization index,
n is the number of chains and V is the volume of the

system. The integration measure ~D r!a ¼ D r!a exp �1=4R2
g0

n
R 1

0 dsðd r!aðsÞ=dsÞ2g, where
R

~D r!a denotes a path integral

over all possible conformations of the ath chain, represented
by the space curve r!aðsÞ and parameterized by the chain con-
tour variable s. Moreover, the quantity Rg0 designates the radius
of gyration of the unperturbed chain. The step function gð r!0Þ
is 1 for r!0 in the glassy phase Uglass, while it is 0 otherwise. To
mimic the dynamical arrest, we impose the following con-
straints brAð r!Þ ¼ rA=glassð r!Þ and brBð r!Þ ¼ rB=glassð r!Þ with
rA=glassð r!Þ þ rB=glassð r!Þ ¼ rglass on the monomer densities
of the glassy phase, where rA=glassð r!Þ and rB=glassð r!Þ
denote, respectively, the fixed values of the monomer densities
of species A and B in this phase. In the rubbery phase Urubb we
impose the constrain rAð r!Þ þ rBð r!Þ ¼ rrubb, where rrubb is
the total density of monomers in the system, pertaining to
the rubbery phase. Next, we convert the partition function
into a field-theoretic formulation by making use of the func-
tional integral identity 1 ¼

R
D r d r� br�½�½ ¼

R
D r D n exp�½�½R

d r! inð r!Þ rð r!Þ � brð r!Þ g�
��

, where nð r!Þ is a field variable.
The partition function, then, results in
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where
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Q¼
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R 1

f
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o
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denotes the single chain partition function and b the inverse
temperature. The fields pð r!Þ, uð r!Þ and vð r!Þ are responsible
to enforce the density constraints discussed previously. Next,
we perform the transformation w/iNw; p/iNp; u/iNu
and v/iNv and rewrite the modified free energy ~F ¼ bFN=
ðr0VÞ in terms of the volume fractions fi¼ ri/r0. Moreover,
we shift the free energy so that F� F0¼ 0 for ui¼ 0, where
F0 is the free energy of the disordered phase. This provides
the following expression for the free energy per chain:

~F¼ V�1
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where �fA and �fB are the average volume fractions of the
A and B species, respectively. In the rubbery phase Urubb we
update the chemical potential fields from relaxation step n to
nþ 1 in the following way:
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while in the glassy phase Uglass the fields are updated as
follows:

wnþ1
A �wn

A ¼ l0
d~F

dfn
B

þ l
d~F

dfn
A

¼ l0



fn
A � �fA�

un
B � vn

cN

�
þl
h
fn

B� �fB �
un

A� un

cN

i
;

wnþ1
B �wn

B ¼ l
d~F

dfn
B

þ l0
d~F

dfn
A

¼ l



fn

A� �fA�
un

B � vn

cN

i
þl0
h
fn

B � �fB�
un

A � un

cN

i
;

ð8Þ
with the relaxation parameters chosen such that l0 < l and
l> 0. The volume fractions fA

n and fB
n are calculated via

fn
Að r!Þ ¼ 1

Q

R f

0
dsqð r!; sÞqyð r!; sÞ;

fn
Bð r!Þ ¼ 1

Q

R 1

f
dsqð r!; sÞqyð r!; sÞ;

ð9Þ

where qð r!; sÞ is a restricted chain partition function that
can be computed numerically as the solution to the modified
diffusion equation

vq

vs
¼ R2

g0V2qð r!; sÞ � iNuAqð r!; sÞ; 0< s < f ;

R2
g0V2qð r!; sÞ � iNuBqð r!; sÞ; f < s < 1;

(
ð10Þ

subjected to the initial condition qð r!; 0Þ ¼ 1. The restricted
partition function qyð r!; sÞ may be calculated as the solution
to a modified diffusion equation similar to Eq. (10) with the
right-hand side multiplied by �1, subjected to the initial con-
dition qyð r!; 1Þ ¼ 1 [35]. Having determined the restricted
chain partition function, the single chain partition function
can easily be obtained via

Q¼ V�1

Z
d r!qð r!;1Þ: ð11Þ

It can easily be demonstrated that in the rubbery phase
Urubb the value of the chemical potential fields at the saddle
point satisfy the following set of equations:

wAð r!Þ ¼ cNðfBð r!Þ� �fBÞ þ pð r!Þ;
wBð r!Þ ¼ cNðfAð r!Þ� �fAÞ þ pð r!Þ; ð12Þ

whereas the pressure field obeys

pð r!Þ ¼ ðwAð r!ÞþwBð r!ÞÞ=2� cN�frubb=2: ð13Þ
In contrast, in the glassy phase Uglass at the saddle point the

chemical potential fields satisfy equations

wAð r!Þ ¼ cNðfBð r!Þ� �fBÞ þ uð r!Þ;
wBð r!Þ ¼ cNðfAð r!Þ� �fAÞ þ vð r!Þ; ð14Þ

whereas the fields of the density constraints obey

uð r!Þ ¼ wAð r!Þ� cNfB=glassð r!Þ;
vð r!Þ ¼ wBð r!Þ� cNfA=glassð r!Þ: ð15Þ

The relaxation scheme for calculating the saddle point
values for the fields is given by the following steps:

1. Set the random initial values for wA, wB and p;
2. Solve the modified diffusion equations numerically to

calculate qð r!; sÞ and qyð r!; sÞ;
3. Substitute these functions into Eq. (9) to obtain fA

n , fB
n ;

4. Use the chemical potential field expressions in Eqs. (7)
and (8), to update the chemical potential fields at the nth
iteration, wn, to their values at the (nþ 1) iteration, wnþ1;

5. Update the pressure field in the rubbery phase Urubb via
Eq. (13) and the fields of the density constraints of the
glassy phase Uglass via Eq. (15).
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In order to determine the total density of rubbery monomers
in the system �frubb required in Eq. (13), we consider that the
overall system is incompressible. This means that an increase
of the total monomer density in the glassy phase is compen-
sated by a decrease of the total monomer density in the
rubbery phase upon deformation, without formation of micro-
voids. Such a mechanism has been established experimentally
by Michler et al. using nanoanalytical techniques based on
electron and atomic force microscopy [36]. To demonstrate
the procedure, let us consider the average volume fractions
of the A and B monomers contained in the overall system of
volume V

�fA ¼
1

V

� R
Uglass

fAð r!Þd r!þ
R

Urubb
fAð r!Þd r!

�
;

�fB ¼
1

V

� R
Uglass

fBð r!Þd r!þ
R

Urubb
fBð r!Þd r!

�
;

ð16Þ

where �fA=B ¼ �rA=B=r0. Summing both expressions, we get

�fA þ �fB ¼
1

V


Z
Uglass

�
fAð r!ÞþfBð r!Þ

�
d r!

þ
Z

Urubb

�
fAð r!ÞþfBð r!Þ

�
d r!
�
¼ 1: ð17Þ

To introduce the hard-core repulsion between the mono-
mers in the rubbery phase, we assume that the total density
of monomers in the rubbery phase is locally constant, i.e.
fAð r!Þ þ fBð r!Þ ¼ �frubb in Urubb. This impliesZ

Urubb

�
fAð r!ÞþfBð r!Þ

�
d r!¼ Vrubb

�frubb; ð18Þ

where �frubb ¼ �rrubb=r0 and Vrubb is the volume of the rubbery
phase. Inserting Eq. (18) into Eq. (17), we obtain the average
volume fraction of the rubbery monomers in the system as

�frubb ¼
1

Vrubb



V �

Z
Uglass

�
fAð r!ÞþfBð r!Þ

�
d r!
�
: ð19Þ

The local volume fractions of the glassy monomers
fA=glassð r!Þ and fB=glassð r!Þ, needed in Eq. (15), are obtained
preliminary to the simulation by using the values of the corre-
sponding melt-like system, calculated with the standard SCFT
approach [25].

2.3. Kinetic Monte Carlo algorithm

In a large class of systems the dynamic evolution is inher-
ently stochastic, and changes in the local configuration occur
concertedly in space and time. The kinetic Monte Carlo
KMC method is an extremely efficient method to carry out
dynamical simulations of such stochastic and/or thermally ac-
tivated processes, when the relevant micromechanical mecha-
nisms determining the dynamical evolution are known. KMC
simulations have successfully been used to model a variety
of dynamical processes, ranging from catalysis to thin film
growth [37e39]. The approach has also widely been employed
to simulate the deformation behavior of polymer systems [40].
To outline the basic principle of the KMC method, let us
consider a system containing N possible transition events,
among which each event i is associated with a rate ri [39], de-
termining the dynamics of barrier crossing on the potential en-
ergy surface. For this system a list of rates R¼ {r1, r2, ., rN}
can be constituted and a particular configuration of the system
at a particular time can be characterized by the distribution of
the N events over the rates R. This distribution is constructed
by a MC algorithm, which selects randomly among various
possible events available at each time and effects the events
with appropriate transition probabilities W¼ {w1, w2, ., wN}.
To ensure that a direct and unambiguous relationship
between Monte Carlo time and real time is established [39],
the transition probabilities must be constructed in such a way
that a dynamical hierarchy of transition rates is preserved
away from equilibrium. Generally stated, a dynamical hierarchy
of transition probabilities is created when a probability for a
transition i is defined as

wi ¼
ri

xmax

; ð20Þ

where ri is the rate at which event i occurs and xmax is a number
obeying the condition xmax� sup{ri}. The creation of a dynam-
ical hierarchy of transition rates ensures that transition proba-
bilities are uniquely defined. For example, a dynamical
hierarchy is not achieved in case of the standard Metropolis al-
gorithm useful for systems near equilibrium, because all tran-
sitions of the system to lower or equivalent energy states are
considered to have a probability of unity [41]. Another impor-
tant requirement is that time increments upon successful
events should be calculated appropriately, i.e. time at each trial
i, at which an event is realized, should be updated with an
increment ti selected from an exponential distribution,

ti ¼�
1PN
i¼1 ri

ln ðxÞ; ð21Þ

where x is a uniform random number between 0 and 1. Finally,
if in addition the various events can be supposed to be inde-
pendent, then the MC algorithm simulates a Poisson process
[39], and the MC trajectory mimics real time dynamics. A
simple implementation, obeying the previous requirements,
is known as the BortzeKaloseLebowitz (BKL) algorithm
[37] and can be summarized by the following steps:

1. Set the time t¼ 0;
2. Form a list of all the rates rj of all N possible transitions in

the system. Any transition j can only occur one time and is
carried out with a rate rj;

3. Calculate the cumulative functions Ri ¼
Pi

j¼1 rj for i ¼
1;.;N;

4. Get a uniform random number x ˛ [0, 1];
5. Pick an event i randomly and, then, let it occur with

a probability

wi ¼
ri

RN

ð22Þ
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by finding the i for which

Ri�1=RN < x� Ri=RN; ð23Þ

6. Carry out event i;
7. Recalculate all transition rates ri, which may have changed

due to the transition;
8. Get a new uniform random number x ˛ [0, 1];
9. Update the time via

t ¼ tþ ti; ð24Þ

where

ti ¼�
ln x

RN

; ð25Þ

10. Return to step (1).

We point out that by defining the transition probabilities wi

according to Eq. (22) the dynamical hierarchy criterion is au-
tomatically satisfied [39]. Moreover, it is worth considering
from a mathematical point of view that the BKL algorithm
can be regarded as an algorithm that numerically solve the
Master equation

vpðl; tÞ
vt

¼
X

l0
wðl0/lÞpðl0; tÞ �

X
l

wðl/l0Þpðl; tÞ; ð26Þ

where l and l0 are successive states of the system, p(l, t) is the
probability that the system is in state l at time t and wðl0/lÞ
is the probability per unit time that the system will undergo
a transition from state l0 to state l. At a steady state (not nec-
essarily at equilibrium), the time derivative on the left-hand
side of Eq. (26) is zero and, consequently, the sum of all tran-
sitions into a particular state l become equal to the sum of all
transitions out of that state. To fulfill this condition, one must
require that the phenomenological model obeys the detailed
balance criterion

wðl0/lÞpðl0; t ¼NÞ ¼ wðl/l0Þpðl; t ¼NÞ; ð27Þ

in which

pðl; t ¼NÞ ¼ Z�1e�bHðlÞ: ð28Þ

It is imposed to ensure that the MC transition probabilities
are chosen in such way that the system converges to the lim-
iting distribution p(l,t¼N), consistent with the model Ham-
iltonian H(l) and the partition function Z of the system.
Summing over all states l0 in Eq. (27) and considering that
the total probabilityX

l0
wðl0/lÞ ¼ 1; ð29Þ

we get [41]X
l0

wðl0/lÞpðl0; t ¼NÞ ¼ pðl; t ¼NÞ: ð30Þ
We see that, by imposing the conditions (27) and (29), we
achieve that the transition probabilities satisfy the eigenvalue
equation given in Eq. (30), characterizing a Markov chain
with a limiting distribution p(l, t¼N). Now, in order to real-
ize detailed balance in a KMC algorithm, the transition prob-
abilities of the forward and backward thermally activated
process can be defined as follows:

wðl/l0Þfe�be;
wðl0/lÞfe�bðDEþeÞ;

ð31Þ

where DE¼H(l)�H(l0) is the energy difference between the
initial and final state l0 and l, while e and DEþ e are the ac-
tivation barriers of the forward and backward process, respec-
tively. Finally, by inserting Eqs. (31) and (28) into Eq. (27), we
can easily convince ourselves that the detailed balance crite-
rion is satisfied. Further, normalizing the transition probabili-
ties according to Eq. (29) guarantees that the Markov chain
converges to the limiting distribution p(l, t¼N). To con-
clude, it is worth mentioning that the BKL algorithm can be
used to simulate a system in equilibrium as well as out of equi-
librium, as long as it fulfills the basic criteria given previously.
Moreover, because in the BKL algorithm the list of transition
probabilities are recalculated within every iteration step, the
simulation process can be modified at every iteration.

2.4. Combined KMCeSCFT algorithm

In the following we describe how to combine the SCFT and
KMC algorithm introduced previously, which will permit to
simulate the structuraledynamical model described in Section
2.1 on the chain level of description. Its basic steps are visual-
ized in Fig. 3. In the preliminary step we discretize the simu-
lation cell in AUs and determine the initial configuration of
frozen AUs in the system. This is achieved by minimizing
the free energy ~F of the copolymer melt and calculating its
initial phase-separated morphology using the standard SCFT
approach [25], providing initial fields and volume fractions of
the A and B monomers. The procedure delivers a fully relaxed
and unstrained morphology, and the phases designated as the
glassy phases can now be frozen by fixing their respective vol-
ume fractions locally. In a subsequent step an external strain
may be imposed and the partially frozen system is allowed
to relax to mechanical equilibrium by minimizing its free en-
ergy ~F, given by Eq. (5). From this new configuration, the local
stresses, fields and volume fractions on the grid are deter-
mined. Next, the KMC procedure is started by generating
the list of possible transition events, n¼ 1, ., N, for the given
configuration of AUs {l} with stress distribution {s} and by
calculating the transition rate, rn, of each event n. This list
of events is constituted by the AUs that can either be in a vit-
rified or devitrified state. In our approach we allow only the
boundary AUs at the glasserubber interfaces to contribute to
the configuration space. AUs of the melt phase are allowed
to undergo with a certain transition probability the vitrification
process, to become frozen AUs, while boundary AUs of the
glassy phase are allowed to melt with a certain probability.
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Having generated the transition list of possible events, an
event n is picked with probability

pn ¼
rnPN
i¼1 ri

: ð32Þ

The selected event is executed and time is advanced by

t¼ ln ðxÞPN
i¼1 ri

: ð33Þ

Flow in the rubbery phase is allowed in a subsequent step
through minimization of the free energy, which permits the
rearrangement of the polymer chains. From this new configu-
ration, the local and overall properties are determined. It is
worth mentioning that equilibration through minimization is
performed after each KMC step, since molecular rearrange-
ments of the chains in the rubbery phase are much faster
than the yielding process occurring in the glassy phase. Fi-
nally, the convergence with respect to the local and overall
properties is checked.

In the following we define the basic properties of an AU
and derive an expression for the associated thermally activated
rate process. To define an AU, let us consider our TPE material
composed of phase-separated ABA triblock copolymers. First
of all, we determine the internal stresses with a standard SCFT
calculation and discretize the system, characterized by a het-
erogeneous stress distribution, in elementary units, in which
the stress is homogeneously distributed. By using the absolute
theory of reaction rates [27] and taking into account the tran-
sition probabilities in Eq. (31), we can express the forward and

standard
SCFT

Calculate initial morphology
of copolymer melt

Freeze volume fractions + 
define AU‘sInitialization

Apply external strain on 
glass-rubber system

Minimize free energy + calculate 
local stresses of glass-rubber system

Generate transition list of events + 
calculate corresponding rates

Pick event randomly + execute it with
probability given by Eq. (32)

Update time according to Eq. (33)

KMC-
FD-SCFT

Main
loop

Calculate local and overall properties 
+ check convergence

Fig. 3. Sketch showing the basic steps of the KMCeSCFT algorithm.
backward transition rates of the thermally activated process
associated with an AU as

rAU
/ ð r!Þ¼ rAU

0 exp



�
�
DEAUð r!Þ� yAUð r!ÞsAUð r!Þ

�
kBT

�
;

rAU
) ð r!Þ¼ rAU

0 exp



�
�
DEAUð r!Þþ yAUð r!ÞsAUð r!Þ

�
kBT

�
;

ð34Þ

where rAU
0 is the thermal vibration frequency of the AU and kB

the Boltzmann constant, while DEAUð r!Þ and yAUð r!Þ are the
activation internal energy and activation volume of the AU, re-
spectively. Let us consider in the following that the relaxation
of the glassy phase of the TPE material is so slow, while cool-
ing down from the melt during processing, that it is trapped
in a quasi-equilibrium state and it adopts a constant average
temperature �TðtÞ, which depends on time t. For further details
we refer to Section 2.1 of our manuscript and Section 2.2 of
Ref. [19]. Moreover, we assume that the system is thermalized
by a heat bath of temperature T and that �TðtÞzT, where we
take into account that the time scale of the relaxation of the
glassy phase is much larger than the time scale of the struc-
turaledynamical process occurring at the interphases. The
activation energy associated with a thermally activated process
of an AU is, then, given by

DEAUð r!Þ ¼ UrKEðTÞfAð r!Þ; ð35Þ

where U is the height of the potential barrier for an individual
vdW bond, which needs to be broken in the cooperative pro-
cess in order to allow melting of the AU, and fA is the volume
fraction of A monomers in our TPE material, responsible for
glass-formation. The density of kinetic entities rKE

�TðtÞÞð ,
i.e. vdW bonds, in a hypothetical glass, only composed of A
monomers, is given by our glass model as

rKEðTÞ ¼
�TðtÞ

NAUð�TðtÞ � T2Þ
z

T

NAUðT � T2Þ
; ð36Þ

where NAU is the number of activation units and T2 is the tem-
perature, at which the viscosity diverges and the material be-
comes fully rigid. Moreover, on the basis of transition state
theory [42], we interpret the activation volume of an AU,
yAUð r!Þ, as the difference in volumes of the activated and in-
activated state. Since an AU can only adopt solid- or melt-like
properties, we assume that the temperature dependence of the
activation volume of an AU can be neglected. In this context, it
is also worth considering that, to introduce temperature depen-
dence into the algorithm in a consistent way, we also need to
take into account the temperature dependence of the Florye
Huggins c-parameter. This parameter is assumed to obey the
following functional form [43]:

cr0 ¼
g

T
þ e; ð37Þ

where g and e are constants. For the PSePI interactions in our
block copolymer system, we choose the coefficients in Eq.
(37) to be g¼ 496 Knm�3 and e¼�0.595 nm�3 [43]. It is
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worth emphasizing that the temperature dependence of the
c-parameter does not depend significantly on the method of
determination, but its absolute value via the coefficients does
[44]. In conclusion, we see that Eqs. (35), (36) and (37) in
conjunction with Eq. (34) fully determine the time-dependent
evolution of the system as a function of temperature.

Other possible micromechanisms of deformation are related
to translation of entanglements and end points in space, like e.g.
chain slippage across an entanglement, chain disentanglement,
chain re-entanglement and chain scission. In our KMCeSCFT
approach we consider that the yielding deformation is unaf-
fected by the entanglement structure and, as a consequence, in
our algorithm we neglect related micromechanical processes.
This assumption is supported by the experimental work of
Miller [45], who found in his investigation of low-molecular
weight PS that the viscosity at the glass transition for samples
with a molecular weight M< 19 300¼Mc is independent of
the molecular weight and adopts a characteristic value of
log hg¼ 13� 1. This clearly shows that entanglements play
no role in the viscosity of PS below Mc and that in this regime
the viscosity is entirely determined by the vdW interactions be-
tween the monomers. However, when loading is carried beyond
the yielding region, the load generally needs to increase for ad-
ditional strain to occur. This effect is called strain hardening and
is associated with an increased resistance to slip deformation of
the entanglement structure of the polymer network [46]. In this
regime thermally activated chain slippage and disentanglement
processes need to be taken into account [12]. Another process,
which can occur under heavy load conditions, is thermally acti-
vated chain scission of CeC bonds in the polymers [47]. Since
this process occurs only under heavy load conditions, this effect
is also neglected in our algorithm.

3. Results and discussion

We start our investigations by performing calculations with
our combined KMCeSCFT approach for the TPE material
considered in Section 2.1, where the FD-SCFT algorithm failed
to provide useful results. In the calculations we considered a
lamellar system composed of ABA triblock copolymers with
alternating glasserubber phases, subjected to an extensional
strain of 8.3%. We used average volume fractions for the A
and B monomers of �fAjB ¼ 0:5, a FloryeHuggins parameter
of c¼ 0.2 and a polymerization index of N¼ 100, as well as
a lattice spacing of dx¼ 0.1 Rg. In Fig. 4 we have visualized
the fluctuations of both glasserubber interfaces as a function
of real time at four different temperatures below Tg(PS), i.e.
T¼ 305 K, 320 K, 350 K and 380 K. From the graphs, we
deduce that the interfaces fluctuate about some equilibrium
average values at all temperatures and that the magnitude of
the fluctuations as well as the frequency of events within a time
interval grow with increasing temperature. The latter behavior
can easily be explained physically by the increase of the tran-
sition rates for the processes of breaking and forming of the
vdW bonds in the glassy phase as the kinetic energy in the sys-
tem becomes larger. Next, in Fig. 5 we show the 1000-point
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Fig. 4. Glasserubber interface locations versus real time at various temperatures for the TPE material composed of ABA triblock copolymers, determined with the

combined KMCeSCFT algorithm. In the calculations the following temperatures have been considered: T¼ 305 K (upper left), T¼ 320 K (upper right), T¼ 350 K

(lower left) and T¼ 380 K (lower right).
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moving average of the interface location versus the rescaled
real time at various temperatures. For a better visualization,
we rescaled the time of the curves according to the following
equation t0 ¼ At(T )t, where t0 represents the rescaled time and
At(T ) the scaling factor. The scaling factors are At(T¼
307 K)¼ 32, At(T¼ 310 K)¼ 135, At(T¼ 320 K)¼ 375,
At(T¼ 330 K)¼ 480, At(T¼ 350 K)¼ 665. We recognize that
with increasing temperature the fluctuations become stronger
and the glassy phase between both interfaces becomes nar-
rower. This is due to the fact that the glassy phase melts succes-
sively due to the gradual change of the composition profile,
which is associated with the gradual change of the glass-transi-
tion temperature. These results are in consistency with a series
of experimental investigations from the late 1960s and early
1970s [48], from which it has been inferred that with increasing
temperature the PS crosslinks in styrenic TPEs become softer.
In these works a higher ductility of the PS glassy phase was re-
ported at lower temperatures, than predictable from the values
of the bulk material. In a subsequent study Morèse-Séguéla et
al. [14] demonstrated, using DSC and 13C NMR-line-width
spectroscopy, that at the interphases of nanophase-separated
low-molecular weight PSePI diblock copolymers the glass-
transition temperature changes gradually with the composition
gradient. They assumed this behavior to be the result of strong
dynamical interactions, taking place between the polymer
chains in the soft and hard nanophases [15]. Their experimental
findings have recently been confirmed by experimental investi-
gations of Park et al. [49] on thin random copolymer films, who
provided further evidences for the thickness and composition
dependence of the glass-transition temperature of the hard
nanophases. Note that, for demonstration purposes, we chose
in our calculations, analogously as Morèse-Séguéla et al. in
their experimental work, a low-molecular weight block copol-
ymer with a large interphase region. Commercially used block
copolymer materials, however, generally have a higher molec-
ular weight and, thus, possess a very small interphase region,
which is often hard to be detected. Next, we deduce from the
figure that, approaching the glass-transition temperature of
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Fig. 5. 1000-Point moving average of the interface locations versus rescaled

real time at various temperatures for the TPE material composed of ABA

triblock copolymers, determined with the combined KMCeSCFT algorithm.
the crosslinks from below, there is an increased probability
that the crosslinks melt for a short period of time, as a result
of fluctuations. We can particularly well infer this from the
curves, representing both interfaces, at a temperature of
T¼ 350 K. In the time interval between t0 ¼ 1� 106 and
2� 106, we see that the curves do almost touch each other,
and we can safely predict that, if we would run the simulation
for a longer time, instantaneous melting due to fluctuations
would be very likely to occur. In the following we will call
such a phenomenon fluctuational melting and emphasize that
it has important consequences for the mechanical properties
of these materials. This is due to the fact that, during the small
time frame the crosslinks are in the molten state, the chains can
partially or fully pull out of the crosslinks under the action of
strain and in this way relax their stress. In contrast, at a temper-
ature of T¼ 305 K, we see that the interface curves are far apart
and fluctuate only slightly. In this situation it is very improba-
ble that they will coincide over some time interval and that fluc-
tuational melting can take place, even in a simulation run of
infinite time. As a consequence, at this temperature the glassy
crosslinks remain rigid, and the material does not flow under
the action of strain on an accessible time scale. It is also worth
noting in this context that the process of chain pullout has been
suggested by Hotta et al. [31], to explain the viscoelastic and
stress relaxation behavior of these materials, observed in
their mechanical experiments in the range of temperatures
T2< T� Tg(PS). Its crucial role has recently been confirmed
in a theoretical work of Baeurle et al. [10], who provided a the-
oretical foundation to their experimental results. Note that due
to the restriction in computational time, we could not explicitly
show such an instantaneous melting event here, but we plan to
do extensive investigations on this phenomenon in a subsequent
work. In the Figs. 6e8 we show the resulting time-averaged in-
ternal stress and volume fractions of the A and B monomers as
a function of the grid number at three different temperatures,
i.e. T¼ 305 K, 320 K and 350 K. We compare the curves ob-
tained with increasing time to the static internal stress config-
uration obtained at t¼ 0. For a better visualization, we
rescaled the static stress curve using s0 ¼ s/2. We recognize
that the stress profile at T¼ 305 K still possesses a strong stress
concentration at the interphases, even if the stress peaks are al-
ready significantly reduced compared to the static internal
stress profile at t¼ 0, where no interphase dynamics is taken
into account. By comparing the time-averaged stress profile at
this temperature with the corresponding curves at higher tem-
peratures in the subsequent graphs, we see that the stress peaks
significantly decrease in magnitude with increasing tempera-
ture and that the double peaks at each interphase are replaced
by single peaks. We also notice by considering the stress
profiles at different times and temperatures that the interphase
dynamics causes a smoothing of the internal stress profile with
increasing time and approaching the glass-transition tempera-
ture of the glassy phase, which relates to the partial cancella-
tion of the sharp and static internal stress configurations. At
T¼ 350 K the importance of the interphase dynamics becomes
most apparent. The stress profile becomes almost similar in
shape to the stress profile of the melt-like system computed
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with the standard SCFT approach [25] and shown in Fig. 1. In
this context, it is also worth considering that the standard SCFT
approach does only take into account the transient vdW bonds
acting in the glassy PS phase in a mean-field sense, whereas the
KMCeSCFT approach introduces higher-order bond fluctua-
tions. Moreover, it is important to point out that our calculation
results are validated through several theoretical and experimen-
tal investigations. The implausibility of sharp interfaces at such
small scales together with the presence of regions with mixed
monomeric composition [50], motivated Leary and Williams
to introduce the thick-interface concept, to model these sys-
tems [51]. In a later work Diamant et al. [8] deduced from their
tensile tests on TPE samples that a linear or nonlinear mechan-
ical perturbation provides a stress concentration, localized in
the interfacial region between hard and soft nanophases. More-
over, they found that the change of various interphase charac-
teristics with the monomeric composition has a significant
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Fig. 7. Time-averaged internal stress as a function of the grid number for the

TPE material composed of ABA triblock copolymers at T¼ 320 K, deter-

mined with the KMCeSCFT algorithm.

5 10 15 20 25

grid number

-4

-2

0

2

4

tim
e-

av
er

ag
ed

 in
te

rn
al

 s
tr

es
s/

vo
lu

m
e 

fr
ac

tio
n 

[r
.u

.] t=0, τ=0, σ’=σ/2 
t=357585.2, τ=500
t=2164189.7, τ=3000
t=3615551.5, τ=5000
t=5085811.9, τ=7000
φA, t=5085811.9, τ=7000

φB, t=5085811.9, τ=7000

Fig. 6. Time-averaged internal stress as a function of the grid number for

the TPE material composed of ABA triblock copolymers at T¼ 305 K, deter-

mined with the KMCeSCFT algorithm.
effect on the local and macroscopic properties of these mate-
rials. In a subsequent work Diamant and Williams [52] ex-
plained the temperature dependence of the recovery behavior
of TPE materials, subjected to a large nonlinear deformation,
with the gradual change of the degree of vitrification with mo-
nomeric composition. Finally, Huy et al. [17] concluded from
their experiments with different tapered block copolymer sys-
tems that a gradual composition profile permits a more uniform
distribution of the stress at the interphases, and in this way the
interphases can be tuned to act as efficient stress absorbers, re-
ducing the extent of the stress transfer between the nanophases.

4. Conclusions

In this work we have presented a new multiscale modeling
method, which combines the self-consistent field theory ap-
proach with the kinetic Monte Carlo method, and demonstrate
that it is useful to simulate thermoplastic elastomers composed
of triblock copolymers, which are characterized by alternating
hard glassy and soft rubbery phases. In our investigation we
show that on the molecular scale sharp and static glasserubber
interfaces, which experience extreme stress concentrations, are
unrealistic. Moreover, we demonstrate that on this small
length scale the structural properties are coupled to a chain-
dynamical process, which reduces the interfacial stresses and
generates a soft boundary at the interphases. In case of the
styrenic block copolymer systems under investigation, we
identify this process to be a thermally activated yielding pro-
cess, acting in the glassy phase. In our work we demonstrate
that our new methodology is capable to simulate this structur-
aledynamical process adequately. To show this, we apply the
new methodology to a thermoplastic elastomer composed of
nanophase-separated ABA triblock copolymers, and calculate
its time-averaged composition and internal stress profile. We
find that the structuraledynamical process generates inter-
phases, where the degree of vitrification and the stress profile
vary as a function of the monomeric composition. Moreover,
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we observe that, approaching the glass-transition temperature
of the glassy phase, the increasing interphase fluctuations
cause an effective smoothing of the internal stress profile,
due to the partial cancellation of the sharp and static internal
stress configurations. At temperatures in vicinity of the
glass-transition temperature, the interphase dynamics pro-
duces a stress profile similar to the one of the melt-like system.
From these results, we conclude that a suitable treatment of
the interphase dynamics and morphology is crucial in model-
ing these materials. Finally, our investigation also provides an
explanation and confirms the importance of the chain-pullout
mechanism, as a result of fluctuational melting, in the visco-
elastic and stress relaxation behavior of these materials. There-
fore, our future work will be devoted to the investigation of the
influence of the chain-pullout mechanism and fluctuational
melting on their mechanical behavior. Moreover, additional
work will concentrate on the study of the effects of the inter-
phase dynamics on the stress transfer between the core
nanophases.
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Moreover, we gratefully acknowledge the financial support
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Chemical Corporation (Japan). This work was partially sup-
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Appendix A. Physical picture of the glassy state
within the SCFT approach

According to the Gaussian-thread model, flexible polymer
chains can be represented as threads of coarse grained, spher-
ical beads (monomers), connected by harmonic springs [25].
Despite its simplicity, the statistical mechanics required to pre-
dict the equilibrium behavior of this model is still compli-
cated, due to the correlations associated with the interacting
beads. To cope with this many-body problem, the SCFT
formalism re-casts the partition function in field-theoretic
formulation and re-interprets the interactions in terms of field
operators. The chemical potential fields of the A and B
monomers, defined as [43]

bwAð r!Þ ¼ cNbfBð r!Þþbpð r!Þ;bwBð r!Þ ¼ cNbfAð r!Þþbpð r!Þ;
ð38Þ

represent the total interactions experienced by the A and B
monomers at position r! in space, whereas bfAð r!Þ andbfBð r!Þ denote their respective volume fractions. In both cases
the first term represents the attractive portion of the molecular
interactions, while the second represents the repulsive hard-
core part. The attractive (cohesive) inter-monomer interactions
cause that in the block copolymer system there is a preference
for similar AeA and BeB contacts over dissimilar AeB con-
tacts. Therefore, they are responsible for the phenomenon of
phase separation in the block copolymer system [7]. In con-
trast, the repulsive hard-core interactions are introduced by
imposing the incompressibility constraint and, as a conse-
quence, bpð r!Þ must be considered as the Lagrange-multiplier
enforcing it [43]. Having defined the interactions involved in
the system, we are prevented from solving the many-body
problem by the fact that the fields fluctuate, due to the corre-
lated motion of the monomers. In SCFT one copes with the
problem by invoking the mean-field approximation, which
permits to replace the field operators in Eq. (38) by their re-
spective ensemble averages. From the resulting equations,
we deduce that, by imposing our constraints, the average force
field acting between the monomers is frozen and kept fix under
deformation in a mean-field sense, which approximately re-
produces the physical picture of a glass. Finally, we point
out that, up to moderate strains, the frozen average force field
is sufficiently strong, to maintain the chains fixed in the glassy
region, as long as the local incompressibility constrain is
relaxed accordingly.

References

[1] Hawker CJ, Bosman AW, Harth E. Chem Rev 2001;101:3661e88.

[2] Matyjaszewski K, Xia J. Chem Rev 2001;101:2921e90.

[3] Kaminsky W, Tran PD, Weingarten U. Macromol Symp 2003;193:1e11;

Kaminsky W, Albers I, Vathauer M. Des Monomers Polym 2002;5:

155e62; Kaminsky W. Macromol Symp 2001;174:269e76.

[4] Moad G, Mayadunne RTA, Rizzardo E, Skidmore M, Thang SH. Macro-

mol Symp 2003;192:1e12.

[5] Baeurle SA, Fredrickson GH, Gusev AA. Macromolecules 2004;37:

5784e91; Baeurle SA, Martonak R, Parrinello M. J Chem Phys 2002;

117:3027e39; Baeurle SA. Phys Rev Lett 2002;89:080602-1e4;

Baeurle SA. J Comput Phys 2003;184:540e58; Baeurle SA. Comput

Phys Commun 2003;154:111e20; Baeurle SA. Comput Phys Commun

2004;157:201e6; Baeurle SA, Efimov GV, Nogovitsin EA. J Chem

Phys 2006;124:224110-1e8; Baeurle SA, Efimov GV, Nogovitsin EA.

Europhys Lett 2006;75:378e84.

[6] Gusev AA. Macromolecules 2001;34:3081e93; Gusev AA. J Mech Phys

Solids 1997;45:1449e54.

[7] Fredrickson GH, Ganesan V, Drolet F. Macromolecules 2002;35:16e39.

[8] Diamant J, Williams MC, Soane DS. Polym Eng Sci 1988;28:207e20.

[9] Holden G, Bishop ET, Legge R. J Polym Sci Part C 1969;26:37e57.

[10] Baeurle SA, Hotta A, Gusev AA. Polymer 2005;46:4344e54.
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